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Abstract. A thermally induced genuine metal–insulator transition is observed through detailed
far-infrared studies of a heavily boron-doped silicon with boron concentration slightly below
the metal–insulator transition. We found that a phase separation instability plays an important
role in the metal–insulator transition and Drude and diffuse metallic (Anderson metallic) phases
coexist for temperatures above 110 K. Below 110 K, the disorder-induced Anderson insulator
phase emerges within the metallic host, and its volume fraction reaches 0.4 at 10 K.

A random potential introduced into an ideal metallic system leads to the localization of
electronic states up to a critical energy (Ec), called the mobility edge, which separates
extended states from localized states [1]. Alternatively, in a semiconductor the phase
transition from the insulating to the metallic state can also be induced by adding impurity
dopant atoms to the host, although it is still a debatable issue how and what kind of metallic
state is formed in heavily doped semiconductors. In either case when the Fermi energy,
EF < Ec, the system exhibits insulating behaviour even though the density of states atEF
remains finite.

It is generally accepted that the heavily doped semiconductor is regarded as a model
random system best described by Anderson’s Fermi glass model of non-interacting localized
electrons. However, there is increasing evidence that the long-range Coulomb interaction
between localized electrons becomes dominant in the insulating phase of the heavily doped
semiconductor when the carrier hopping is sufficiently suppressed at low temperatures [1].
As a result a parabolic soft gap is opened atEF in the single-particle density of states and
the subsequent temperature dependence of the carrier transport is fundamentally changed
from that of the Mott variable-range hopping, as reported in the detailed transport studies
of heavily doped semiconductors [2, 3].

In an attempt to look into the nature of the metal–insulator transition and
Coulomb interactions, we carried out far-infrared reflectivity and magnetic susceptibility
measurements of boron-doped silicon (Si:B) with carrier density (n) slightly below the
critical carrier density (nc). With this carrier density, we are able to pass through the metal–
insulator transition by thermal tuning of the highest occupied energy level acrossEc. Since
the infrared dynamics of localized carriers is expected to be markedly different from that of
the metallic phase [4], far-infrared studies of heavily doped silicon, together with transport
and magnetic susceptibility measurements, are expected to yield critical information to
characterize the carrier dynamics in the vicinity of the metal–insulator transition.
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In this work, we obtained Drude-like normal metallic behaviour above 250 K. As
the temperature decreases below 250 K, we found that phase separation of the charge
carriers occurs, and causes changes in the transport and far-infrared properties. Thus
a nearly insulating diffuse (Anderson) metallic phase begins to emerge with its volume
fraction, fm, reaching unity at≈110 K. This is demonstrated by a decrease in the dc
conductivity, and corresponding changes in the infrared conductivity, as the temperature
is lowered to 110 K, but a temperature-independent Pauli-like susceptibility throughout
this temperature range. We found that the dc conductivity of the Anderson metallic phase
σm(ω = 0, T ) shows a power law behaviour,σm(0, T ) = σ0 + bT γ with γ ≈ 1.5± 0.5,
b ≈ 0.01 andσ0 ≈ 16.8 �−1 cm−1. As the system is further cooled below 110 K, the
insulating phase starts to appear within the Anderson metallic host with a volume fraction
which monotonically increases with decreasing temperature, approaching 0.4 at 10 K. The
corresponding susceptibility of the insulating phase can be fitted to the formχ ∝ (T +13)−1,
suggesting antiferromagnetic interaction between neighbouring localized carriers.

Commercially available Si:B single crystal wafers (500µm thick) grown along the
〈111〉 direction were used. The carrier density,n, was estimated from the dc conductivity
and the low-magnetic-field Hall measurements at room temperature. The Hall measurement
yieldedn ≈ 2.8×1018 cm−3 while the dc conductivity gaven ≈ 3.6×1018 cm−3, ensuring
thatn < nc ≈ 4.0×1018 cm−3 [5]. The discrepancy between the dc and Hall measurements
is not uncommon [6].

The temperature dependence ofσdc was measured using the van der Pauw method
[7]. Electrical contacts were made using the indium spot diffusion technique. Typical
contact resistance was less than 2� at 4.2 K and the ohmic behaviour of the contacts
was checked with different excitation currents. The sample temperature was controlled
using a continuous-flow liquid helium cryostat for temperatures between 4.2 K and 350 K.
A Quantum Design magnetometer was used to measure the magnetic susceptibility (χ )
as a function of temperature. The infrared reflectivity was measured using a Fourier
transform spectrometer (Bruker IFS 113V) for frequencies ranging from 20 cm−1 (2.5 meV)
to 5000 cm−1 (620 meV). The complex dielectric function,ε(ω) = ε1 + 4π iσ1/ω was
calculated from the reflectivity data using a Kramers–Kronig analysis.

Figure 1 shows dc conductivity,σdc, of Si:B for temperatures between 10 K and 350 K.
Upon lowering the temperature from 350 K,σdc increases and reaches its maximum at
≈ 230 K, flattens out below 230 K and then starts to decrease at 200 K. However, below
60 K σdc decreases more slowly and appears to approach a finite value. The increasing
σdc with decreasing temperature indicates that the system is in a genuine metallic state
where the carrier relaxation mechanism is dominated by the scattering with phonons.
We notice that the deviation from the metallic behaviour at around 230 K withσdc
decreasing at lower temperatures is a signature of electron localization which arises from
the scattering of electrons with the randomly distributed dopant ions. This scattering causes
quantum interference of the electron wavefunction and this effect is more pronounced as the
temperature decreases because the relevant dephasing inelastic length scale increases with
decreasing temperature [8]. Therefore, the localization behaviour is progressively more
evident as the temperature decreases. The physical origin of the levelling off inσdc below
60 K is not obvious from the transport data alone. However, it becomes clear in the analysis
of far-infrared conductivity shown in figure 4.

Also shown in figure 1 is the carrier magnetic susceptibility,χc, measured between
4.2 K and 300 K.χc is obtained by subtracting the diamagnetic susceptibility of the silicon
background. Hence, the data reflect the contribution of holes generated by doping. The
approximately temperature-independentχc between 100 K and 300 K indicates that the
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Figure 1. Temperature dependence of the dc conductivity and magnetic susceptibility of Si:B
with a carrier concentration,n = 3.6×1018 cm−3 < nc. The background magnetic susceptibility
of silicon has been subtracted.

Figure 2. Far-infrared and infrared reflectivity data of Si:B at various temperatures.

system is still in the metallic regime even thoughσdc decreases with temperature. For
temperatures below 100 K,χc starts to increase rapidly with decreasing temperature due to
the emergence of the localized carriers. The onset of the increase ofχ coincides with the
levelling off of σdc below 100 K.
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Figure 3. Real part of the far-infrared and infrared conductivities of Si:B at various temperatures.
Inset: far-infrared tail of the conductivity fitted with appropriate fitting functions for the
temperature range from 10 K to 300 K (see the text).

The infrared reflectivity of Si:B at various temperatures is displayed in figure 2, and
shows remarkable changes with temperature. At 300 K, a typical Drude-like metallic
response was found; the reflectivity approaches unity in the zero-frequency limit and shows
the reflectivity minimum at≈400 cm−1 resulting from the plasma behaviour of carriers. As
the temperature is lowered below 300 K, the overall reflectivity systematically changes its
behaviour; the reflectivity above 100 cm−1 increases while the reflectivity below 100 cm−1

decreases as the temperature decreases. This picture shows systematic oscillator strength
transfer from the free carriers to the localized carriers as the temperature is lowered.

The real part of the frequency-dependent conductivity,σ1(ω), calculated from the
reflectivity data via the Kramers–Kronig transformation, is shown in figure 3 for frequencies
between 2 cm−1 and 1000 cm−1. A dramatic change from the Drude-like metallic behaviour
to an insulating behaviour is readily seen upon lowering the sample temperature; the free
carrier oscillator strength is transferred to the conductivity above≈130 cm−1 which is
identified as the crossover frequency,ωc, above which the system does not distinguish
whether the system is in the metallic or insulating state. Note that the crossover frequency
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given byωc ∼ {(nc − n)/nc}3ν (ν = critical exponent) [9], is independent of temperature,
implying that the carrier concentration of the insulating phase remains constant. Also, weak
absorption features develop at≈125 cm−1, ≈250 cm−1 and≈325 cm−1 on top of the broad
background at low temperatures. These weak features may be attributed to the valley–orbit
splitting and 1s to 2p transitions of the hydrogen-like states of holes bound to dopant ions
[10]. However, less than 1% of the total carriers go into the hydrogen-like impurity states at
low temperatures as the sum rule indicates. This implies that the predominant contribution
to σ1(ω) comes from the carriers in the localized states induced by the random potential.

Details of data fitting of the low-frequency tail ofσ1(ω) are shown in the inset of
figure 3. A satisfactory fit was obtained with the Drude conductivity,

σD(ω, T ) = σdc/[1+ (ωτ)2] (1)

for temperatures above 250 K andω < ωc with the fitting parameterτ−1 ≈ 140+
0.19T cm−1. However, our attempt to fit the data usingσD(ω, T ) alone failed for the
data below 250 K. Instead the following linear combination

σ1(ω) = fm(T )σm(ω, T )+ {1− fm(T )}σD(ω, T ) (2)

gave the best result where

σm(ω, T ) = σm(0, T )+ Cmω1/2 (3)

which is the conductivity of the metallic side of the metal–insulator transition derived from
the self-consistent calculation of Anderson localization based on the scaling theory [11].
σm(0, T = 0) is the minimum metallic conductivity of the Anderson metallic phase andCm
is a constant. Thus, the corresponding expression forσdc(T ) becomes

σdc(T ) = fm(T )σm(0, T )+ {1− fm(T )}ne2τ(T )/m∗. (4)

Using the expression we found above forτ(T ), and using the fact thatσdc(T ) ≈
ne2τ(T )/m∗ for temperatures above 250 K, we findm∗ ≈ 0.5me, whereme is the free
electron mass, which is a reasonable value for silicon [12].

As we cool down the sample below 110 K, the fitting scheme used for temperatures
above 110 K is no longer valid. Rather, an excellent fit was achieved using

σ1(ω) = {1− fm(T )}σi(ω, T )+ fm(T )σm(ω, T ) (5)

where

σi(ω, T ) = σi(0, T )+ Ciω2 (6)

which is the conductivity for the insulating side of the metal–insulator transition also derived
from the self-consistent calculation of Anderson localization forω < ωc [11]. This suggests
that the insulating phase starts to appear as the temperature decreases below 110 K. In
this expressionσi(0, T ) is the dc conductivity of localized carriers andCi is a constant,
related toCm through the calculated expressionCi/Cm = π3/4ω3/2

c ≈ 0.0053 cm3/2 with
ωc ≈ 130 cm−1 [11]. Therefore the volume fraction of the Anderson metallic phase,
σm(0, T ), can be found from equations (2) and (4) or (5) and (6) using experimentally
measured values ofσdc(T ) andσ1(ω, T ), and assumingfm(T ) = 1 at 110 K as shown in
figure 4. This latter assumption is justified because at 110 Kσ1(ω, T ) can be fitted using
equation (3) alone.

From (5) atω = 0, we find that both the Anderson metallic phase and the insulating
phase contribute to the dc conductivity below 110 K:

σdc = (1− fm)σi(0, T )+ fmσm(0, T ). (7)
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Figure 4. Upper panel: calculated volume fraction of each phase as a function of temperature
(closed circle: Drude metallic phase; open circle: Anderson metallic phase; closed square:
insulating phase). Lower panel: calculated dc conductivities of each phase. The dotted curve
is the fitting function of the formσm(T ) = 16.8+ 0.01T 1.5. The calculated minimum metallic
conductivity (closed square) is also shown.

Thus, from (4) and (7) and knowing the volume fraction,fm(T ), one may calculate the dc
conductivity of the Anderson metallic phase,σm(0, T ), as a function of temperature. We
found σm(0, T ) exhibits a power-law behaviourσm(0, T ) = σ0 + bT γ with γ ≈ 1.5± 0.5,
b ≈ 0.01 andσ0 ≈ 16.8 �−1 cm−1. The value ofσ0 is in good agreement with the
minimum metallic conductivity,σ0 ≈ 0.03e2/h̄ξ ≈ 13.5 �−1 cm−1, estimated from the
localization lengthξ ≈ 60 Å calculated from the crossover frequencyωc ≈ 130 cm−1 [13].
The power-law behaviour suggests that the inelastic scattering time depends on temperature
asτinelastic ∝ T −p with p ∼ 3 (Lee and Ramakrishnan [1]).

The results depicted in figure 4 bear significant information about the local dynamics
of charge carriers. It clearly shows the reason behind the temperature dependence ofσdc
and reconciles the differences in the temperature dependence ofσdc andχ data shown in
figure 1. Moreover, one may clearly see the physical origin of the levelling off in the
temperature dependence ofσdc for temperatures below 60 K; it is due to the combinatorial
effect expressed in equation (7). The combination ofσm, which slowly varies with
temperature, andσi , which is weakly temperature dependent, together with their slowly
changing respective volume fractions gives rise to such complex temperature dependences.
In fact, one can reconstruct the measuredσdc by combining the information displayed in the
upper and lower panel of figure 4. We could not identify the functional form ofσi due to the
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lack of information below 10 K. However, we anticipate three-dimensional variable-range
hopping behaviour.

The issue of the ubiquitous long-range Coulomb interaction among localized carriers is
of particular interest. The long-range repulsive Coulomb interaction is expected to modify
several physically measurable parameters. First, this interaction would cause ln[σi(0, T )]
to show aT −1/2 temperature dependence rather than aT −1/4 dependence characteristic
of three-dimensional variable-range hopping of the localized carriers [2, 3]. Second, it is
expected to modify the magnetic susceptibility from a Curie dependence,χ ≈ 1/T to a
power law behaviourχ ≈ T −α (α < 1) according to the electron glass model [14]. Also it
has been predicted that the far-infrared conductivity takes the formσi(ω) ≈ C ′iω/ ln(ω0/ω)

(ω0 = phonon frequency) [15]. Hence, a linearω dependence ofσi is expected in the
far-infrared range whenω � ω0 because ln(ω0/ω) varies slowly withω.

Because of uncertainties in the data in the analysis described above, we could not
determine whether ln[σi(0, T )] could be better fitted by aT −1/2 or aT −1/4 dependence (see
figure 5). We find that a reasonable fit to the data for the magnetic susceptibility can be
obtained using the power lawχ ≈ T −α with α ≈ 0.2 (see figure 5), as predicted by the

Figure 5. Magnetic susceptibility per localized carrier. The insets show detailed fittings of the
susceptibility using a functional from(T + 13)−1 andT −0.2 (see the text).
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electron glass model. However a somewhat better fit is obtained using the form 1/(T + θ)
with θ = 13 K, as is also shown in figure 5. The absence of Curie behaviour suggests
that there exist Coulomb interactions between localized carriers, although the possible
antiferromagnetic behaviour suggests that these interactions may not be fully developed
in this temperature range.

However, the manifestation of the Coulomb interaction is ambiguous in the far-infrared
conductivity, the tail of which could be fitted by using either the formσi(ω) ≈ ω1.0 or
σi(ω) ≈ ω2.0. Nonetheless the fit using the formσi(ω) ≈ ω1.0 failed for frequencies
above 80 cm−1. Therefore, it appears that the effect of the Coulomb interaction may be
discernible only at very low frequencies. Indeed the Coulomb gap in Si:B was observed
only for temperatures below 1.2 K [16] and the linear frequency dependence ofσi(ω) was
confirmed in radio frequency ranges for the temperature span 10 mK< T < 100 mK [17].

Based on the experimental results obtained in this work, the metal–insulator transition
in heavily doped silicon may be summarized in the phase diagram depicted in figure 6.
At finite temperatures, a genuine metallic state, as defined by Drude-like conductivity and
Pauli-like magnetic susceptibility, exists at high temperatures via thermal excitation in a
heavily doped semiconductor withn < nc. We propose that the critical carrier density for the
metal–insulator transition is a function of temperature. The unusual temperature dependence
of σdc can be explained by the coexistence of two different phases in the system with a
temperature-dependent volume fraction of each phase. The Drude and Anderson metallic
phases coexist forT > 110 K and the insulating and Anderson metallic phases coexist
for T < 110 K. The thermally induced metal–insulator transition does not show a sharp
phase transition boundary because of this coexistence, and the temperature dependence of
the relative volume fractions.

Figure 6. Metal–insulator phase diagram of Si:B.

A further conclusion about the nature of the insulating state can be drawn from this
work. Because less than 1% of the carriers go to hydrogen-like bound states with the
dopant ions, the insulating state is induced by the random potential. Furthermoreωc, which
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is a measure of the carrier density in the insulating phase, is found to be temperature
independent, which confirms our conclusion that the insulating phase does not arise from
conversion into hydrogen-like states as temperature is decreased.
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